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Abstract 
The article deals with the construction of Holtas-Winters adaptive 

models for constructing an adequate forecast of prices for Gazprom shares. 
The oil and gas industry is the fastest growing branch of the fuel 

industry, and in Russia more than 30% of the world's explored reserves of 
natural gas and 8% of oil reserves are dispersed. Nowadays, PJSC "Gazprom" is 
one of the leading companies in this industry. 

Keywords: Gazprom,spectral analysis,statistica,spectogram 
 
Introduction 
PJSC Gazprom is a global energy company. The main activities are 

geological exploration, production, transportation, storage, processing and sale 
of gas, gas condensate and oil, sale of gas as motor fuel, as well as production 
and sale of heat and electricity. In addition, Gazprom is of interest as well as the 
largest joint-stock company. The shares of Gazprom represent an interesting 
object for sale and, therefore, require the most accurate and current forecast.  

Main part   
Adaptive methods of forecasting (or models of exponential smoothing) 

are methods that allow you to build self-correcting EMMs that take into account 
the result of the realization of the forecast made in the previous step and build a 
forecast taking into account the results obtained. Consider the data on the 
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highest monthly price of the Gazprom stock within 60 months. The graph of 
such a series of data will look like this: 

Line Plot (Spreadsheet1 10v*1814c)
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Figure 1. The schedule of the initial time series of shares of Gazprom 
 
Based on the visual analysis of the time series presented in Figure 1, 

one can not unambiguously determine the presence of a trend, since the stock 
price changes its value, both in the direction of increase, and in the direction of 
decline. 

Analysis of the series for the presence of a trend and seasonality 
with the help of correlograms and Fourier spectral analysis. 

We constructed a periodogram in frequency to determine the trend 
(shown in Figure 2).  

At the next stage, we perform a spectral analysis of a number of 
cleansing from the trend. Figure 3 shows a spectrogram of this series. 

Identify the availability of seasonality, you can also on the basis of an 
analysis of correlated autocorrelation and private autocorrelation functions. 

As can be seen from the correlograms AKF and CHAKF (Figures 4 
and 5), the most significant coefficient of autocorrelation and the partial 
coefficient of autocorrelation corresponds to the first lag. From this we can 
conclude that there is no seasonality, there is a deterministic trend in the 
structure of the series. Also, the correlogram of ACF clearly shows the presence 
of the trend: the coefficients of the ACF decrease slowly with increasing lag 
length. 
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Spectral analysis: VAR1
No. of cases: 100
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Figure 2. The spectrogram of the original series 
 

Spectral analysis: VAR1
No. of cases: 100
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Figure 3. Spectrogram of the trend-free series by period 
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Autocorrelation Function
VAR1

(Standard errors are white-noise estimates)

 Conf. Limit
-1,0 -0,5 0,0 0,5 1,0
0

 15 +,231 ,0913

 14 +,245 ,0918

 13 +,255 ,0924

 12 +,261 ,0929

 11 +,264 ,0934

 10 +,274 ,0939

  9 +,299 ,0945

  8 +,343 ,0950

  7 +,408 ,0955

  6 +,509 ,0960

  5 +,581 ,0965

  4 +,651 ,0970

  3 +,732 ,0975

  2 +,810 ,0980

  1 +,902 ,0985

Lag Corr. S.E.

0

404,7 0,000

398,3 0,000

391,2 0,000

383,6 0,000

375,7 0,000

367,7 0,000

359,2 0,000

349,1 0,000

336,1 0,000

317,9 0,000

289,7 0,000

253,5 0,000

208,5 0,000

152,2 0,000

83,89 0,000

  Q p

 
Figure 4. Correlogram of the ACF of the original series 

Partial Autocorrelation Function
VAR1

(Standard errors assume AR order of k-1)

 Conf. Limit
-1,0 -0,5 0,0 0,5 1,0
0

 15 -,047 ,1000

 14 -,080 ,1000

 13 +,015 ,1000

 12 +,047 ,1000

 11 +,065 ,1000

 10 +,095 ,1000

  9 +,055 ,1000

  8 +,128 ,1000

  7 -,206 ,1000

  6 -,047 ,1000

  5 +,008 ,1000

  4 -,053 ,1000

  3 +,026 ,1000

  2 -,023 ,1000

  1 +,902 ,1000

Lag Corr. S.E.

 
Figure 5. Corellogram of the CACF of the original series 
 
With the help of Auto-search in the program STATISTICA it is 

possible to build a formally optimal model. Formally optimal is the model with 
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the lowest error value. The search is performed by minimizing the error value 
using the quasi-Newtonian method. 

Linear trend:: 

 

 
 
Exponential trend with additive seasonality: 

 
 
Power trend with additive seasonality: 
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Exp. smoothing: Additive season (12) S0=88,98 T0=-,174
Lin.trend,add.season; Alpha=  ,935 Delta=0,00 Gamma=0,00

VAR3
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Conclusion                                                                                                     
Based on the automatic search, it was revealed that the best model - 

with a power trend and additive seasonality and parameters α=0.5, γ=0.1 и 
φ=0.3. 

 
 


